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ABSTRACT
With 5G’s support for diverse radio bands and different deployment
modes, e.g., standalone (SA) vs. non-standalone (NSA), mobility
management - especially the handover process - becomes far more
complex. Measurement studies have shown that frequent handovers
cause wild fluctuations in 5G throughput, and worst, service out-
ages. Through a cross-country (6,200 km+) driving trip, we conduct
in-depth measurements to study the current 5G mobility manage-
ment practices adopted by three major U.S. carriers. Using this rich
dataset, we carry out a systematic analysis to uncover the handover
mechanisms employed by 5G carriers, and compare them along
several dimensions such as (4G vs. 5G) radio technologies, radio
(low-, mid- & high-)bands, and deployment (SA vs.NSA) modes. We
further quantify the impact of mobility on application performance,
power consumption, and signaling overheads. We identify key chal-
lenges facing today’s NSA 5G deployments which result in unneces-
sary handovers and reduced coverage. Finally, we design a holistic
handover prediction system Prognos and demonstrate its ability to
improve QoE for two 5G applications 16K panoramic VoD and real-
time volumetric video streaming. We have released the artifacts of
our study at https://github.com/SIGCOMM22-5GMobility/artifact.
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• Networks → Network measurement; Mobile networks; Net-
work mobility.
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1 INTRODUCTION
With 5G’s support for diverse radio bands, mobility management
becomes far more complex. Moreover, with generally smaller and
denser cells compared to its predecessors, 5G handovers (HOs) be-
tween cells are more frequent. Given that 4Gand 5G are expected to
co-exist, 3GPP has introduced a number of 5G non-standalone (NSA)
deployment architectures and the 5G standalone (SA) mode [2]. All
these further complicate the 5G HO procedure: besides horizontal
HOs between cells within the same technology (e.g., 5G-to-5G low-
band, mid-band and high-band), there are also vertical HOs across
the technologies (e.g., 4G-to-5G and 5G-to-4G).

Previous studies in 4G/LTE [35, 43, 63, 66] and recently in 5G [50,
51, 53, 54, 65] have shown that frequent HOs can lead to wild fluc-
tuations in 5G throughput, and in the worst case, complete service
“outages”. These impairments will translate to poor application
performance in particular for low-latency applications that 5G is
supposed to support, such as AR/VR, edge offloading, and vehicle-
to-everything (V2X) communication. The impact will be further
aggravated by improper HO configurations that are observed in
3G/4G [35, 36, 59].

Study Goal, Challenges, and Data Collection. Given the
importance and complexity of 5G HOs, it is imperative to gain a
thorough understanding of the current 5G HO mechanisms and
practices adopted by commercial carriers. With this goal, we con-
duct – to our knowledge – a first comprehensive, in-depth study of
5G mobility management. Unlike in-lab experiments, measuring
5G HOs in the wild faces numerous challenges: How to obtain key
control-plane signaling events from unrooted smartphones? How
to thoroughly survey various 5G architectures (SA vs. NSA), radio
bands, and carriers under limited human resources and budgets?
How to orchestrate data collection tasks at different layers? How to
accurately profile the HO effect on UE (user equipment) energy con-
sumption? To overcome these challenges, we set up a measurement
platform comprising of: (1) multiple 5G smartphones with access to
three major 5G carriers in the U.S., (2) a custom-built software that
captures mobility-related information on unrooted smartphones,
(3) a professional measurement tool that collects cellular control-
plane events, and (4) a physical power monitor with an external
power bank for accurately profiling UE’s battery drain.

Using this platform, we carry out a cross-country data collection
field trip, conducting measurements along highways (5560 km+)
and within several major cities (712 km+). With over 600GB+ of
logs collected, we observe 47,000+ handovers in our datasets that
span multiple dimensions: (1) carriers (denoted as OpX, OpY, and
OpZ), (2) radio technologies (5G vs. 4G), (3) 5G architectures (NSA
vs. SA), and (4) 5G bands – low-band, mid-band, mmWave (high-
band). This constitutes – to our knowledge – the largest (in terms
of the mileage) cross-layer driving test of commercial 5G networks.

Leveraging our unique driving dataset summarized in Table 1, we
conduct a detailed analysis to obtain key insights regarding 5G HOs
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Table 1: Driving Dataset Statistics.

OpX OpY OpZ
# of unique cells (i.e., towers) 3030 5535 3544
# of 5G-NR radio frequency bands 4 2 4
# of 4G/LTE radio frequency bands 5 9 6
City distance traveled (4 major cities) 697 km+ 712 km+ 652 km+
Inter-state distance traveled (freeways) 4855 km+ 5560 km+ 4855 km+
# of 4G/LTE handovers 7001 9500 7491
# of 5G-NSA mobility procedures 4611 11,107 6880
# of 5G-SA handovers N/A 465 N/A
Cumulative 5G-NR (Low-band) traces 723 min 1532 min 1063 min
Cumulative 5G-NR (Mid-band) traces 15 min 1088 min 132 min
Cumulative 5G-NR (mmWave) traces 258 min N/A 172 min
Cumulative 5G-NSA traces 996 min 2204 min 1366 min
Cumulative 5G-SA traces N/A 416 min N/A
Cumulative 4G/LTE traces 2412 min 1510 min 2038 min

and uncover their impacts. Our findings reveal that there indeed
exist significant disparities among the HO mechanisms adopted by
the major 5G carriers with considerable performance implications
as detailed below.

How do 5G HOs Impact Applications? (§4) To study the
impact of 5G HOs on application QoE (quality-of-experience), we
consider three case studies: i) live video conferencing, ii) real-time
3D volumetric video streaming, and iii) cloud gaming. Our experi-
ments suggest that 5G HOs adversely affect application QoE. For
example, a HO event during a live video conferencing application
causes the average frame loss-rate to increase by 2.24×, and the
end-to-end latency increases by 2.26× (up to 14.5×). For 4K cloud
gaming at 60 FPS, we observe an average 3.64× increase in dropped
frames due to HOs.

Based on both our experimental results and prior studies of
3G/4G mobility [63, 66], we note that 5G HOs exert a far severe
impact on application QoE than their 4G counterparts — the severity
hinges on HO types, radio bands, and radio access technologies.
For instance, most of today’s 5G deployment is NSA that uses 4G
as the control plane and 5G New Radio (5G-NR) as the high-speed
data plane – referred to as NSA-4C thereafter. NSA-4C and 5G-NR
incur separate HOs over 4G eNodeBs (eNB) and 5G gNodeBs (gNB)
respectively, leading to more frequent HOs. In particular, due to the
directionality and shorter range ofmmWave radio, applications over
mmWave 5G suffer far higher performance fluctuations compared
to mid-band and low-band 5G due to mmWave HOs (between
beams). On the positive side, applications employing the dual mode
in NSA 5G, where user data can be delivered over both 4G and 5G,
mitigate the negative impact of HOs, thanks to its flexible multi-
radio paradigm.

What are the Key Characteristics of 5GHOs? (§5)Motivated
by the above findings, we conduct an in-depth, measurement-driven
investigation of 5G HOs to uncover their key characteristics. We
focus on three aspects: HO frequency, duration, and UE energy con-
sumption. We find that 5G HOs are indeed triggered frequently.
While driving over freeways, we experience a 5G HO occurs every
0.4 km on average, compared to every 0.6 km for 4G. The HO fre-
quency depends on the 5G architecture and band: HOs occur more
frequently in NSA (every 0.4 km) compared to 5G low-band SA
(every 0.9 km) due to NSA’s separate HO procedures for NSA-4C
and 5G-NR; 5G NSA HOs are particularly excessive in mmWave 5G
(every 0.13 km) compared to mid/low-band 5G (every 0.35/0.4 km)

given mmWave gNBs’ much smaller coverage. In terms of HO du-
ration, an average HO in NSA 5G takes 167 ms to complete, about
1.19× longer than a HO in 4G.

To understand why 5G HOs take a longer time, we break down a
5G HO into multiple stages. We find that the HO preparation stage
– during which base stations make HO decisions (before executing
them) – accounts for 41% of the overall HO duration in NSA 5G.
Compared to 4G, NSA 5G causes on average a 48% increase in
HO preparation stage. This increase contributes to a longer data-
plane interruption time (1.4× longer than 4G). This points to the
complexities of NSA 5G HOs that involve both gNBs and eNBs
as the plausible culprit. Somewhat surprisingly, we also observe
high preparation time in many SA 5G HOs, likely attributed to the
technical immaturity of today’s SA 5G that is still in its early stages
of commercial deployment.

We also examine the UE energy overhead incurred by 5G HOs.
This turns out to be non-trivial: a smartphone traveling at 130 km/h
for 1 hour (without user data transmission or reception) can witness
on average 553 5G HOs that drain 34.7 mAh energy. 4G HOs, on
the other hand, only consume 3.4 mAh energy. This hints at the
importance of reducing the number of HO-related signaling mes-
sages, which is found to be positively correlated with the increased
energy consumption during 5G HOs.

What are 5G HOs’ Implications on Carriers? (§6) Our anal-
ysis also sheds light on potential improvements on the carrier side.
We highlight three key findings. First, our extensive drive test helps
depict a landscape of 5G cell coverage that is closely relevant to
HOs. We find that for NSA 5G, the average coverage (diameter)
of a single 5G cell is 1.4 km, 0.73 km, and 0.15 km for low-band,
mid-band, and mmWave, respectively. In particular, for low-band
NSA 5G, although the data plane (5G-NR) operates on the low-band,
its coupled control plane (NSA-4C) still uses the mid-band, which
reduces the effective coverage of low-band 5G-NR since an NSA-4C
HO always triggers a 5G-NR HO. Second, HOs are performed with
the goal to improve the received signal strength of UE and hence
its throughput. However, we find that a 5G→5G HO between two
gNBs often worsens the performance, with a median bandwidth re-
duction of 14% after HOs. This is because NSA 5G does not support
direct HOs between gNBs; the UE instead experiences a 5G→4G
and then a 4G→5G HOwhere each HO is performed independently
without accounting for the overall (5G→5G) signal strength im-
provement. Third, we find that for NSA HOs where the (origin
or destination) gNB and eNB are co-located at the same physical
tower, their duration is significantly shorter than HOs whose gNB
and eNB are not co-located where the cross-tower communications
incur delays. These findings not only identify new inefficiencies
of NSA 5G, but also provide valuable hints on how NSA carriers
can mitigate the impact of 5G HOs, such as accounting for 4G/5G
antenna locations and considering the overall HO sequence when
making HO decisions.

Can We Predict 5G HOs to Improve Application QoE? (§7)
Last but not the least, we explore 5G HO prediction to help ap-
plications to accommodate and mitigate the negative impact of
frequent 5G HOs. For this, we develop a robust and effective 5G HO
prediction framework (dubbed Prognos). It uses observed signal
strength readings, UE-side measurement reports (MRs), and past
HOs to predict future HOs and their types. Prognos can work with
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Figure 1: Logical view of handover procedure

any 3GPP-compliant 5G deployment without requiring proprietary
information from the carrier.Prognosconsists of a novel two-stage
prediction pipeline. It �rst predicts the future signal strength that
determines UE's MRs sent to the base station, and then learns the
base station's HO logic that produces the HO decision based on
the MRs. Compared to a monolithic model, decoupling the UE MR
inference and network side decision logic learning reduces the
model complexity and improves accuracy by eliminating indirect
or unnecessary features.

We conduct extensive evaluation ofPrognosusing our dataset.
Prognosachieves an F1-Score between 0.92�0.94 for predicting
4G/5G HOs, signi�cantly outperforming existing HO prediction
approaches developed for 4G/5G [49, 57] by 1.9� �3.8� . We incor-
poratePrognosinto two applications, 16K panoramic video stream-
ing and real-time volumetric video streaming, by modifying the
throughput prediction algorithm used in the adaptive bitrate (ABR)
adaptation modules.Prognossigni�cantly boosts both applications'
QoE compared to using the default throughput prediction algorithm:
a 34.6%�58.6% reduction in stall time without degrading video qual-
ity for 16K streaming, and an 15.1%�36.2% increase in the content
quality without prolonging stalls for volumetric video streaming.

Contributions. We summarize our contributions as follows:
(1) creation of a largecross-layer, multi-band, multi-carrierdataset of
5G mobility management, (2) a �rstcomprehensive characterization
of mobility management in commercial 5G networks, and (3) a new
methodology ofaccurately predicting 5G HOsand demonstrations
of its e�cacy on real-world applications over 5G.

Artifacts. To support future research, we make our dataset,
source code of analysis/proposed techniques, and results publicly ac-
cessible through our project website: https://github.com/SIGCOMM22-
5GMobility/artifact.
Ethics: This work does not raise any ethical issues.

2 MOBILITY MANAGEMENT TODAY
Cellular carriers dispense their services by laying out a blanket
of cellular towers around an area. Cellular towers can manage
multiple cells (antennas), each of which covers a geographical area.
PCI (Physical Cell ID) is the identi�er used for cells at the physical
layer. For any mobile device, itsprimary cellis considered to be
the backbone of cellular connection. It provides basic control plane
signaling (e.g.,connection establishment, HO management, and
security) along with data services to the user equipment (UE). In
addition, a UE (e.g.,a smartphone device) can subscribe to multiple
secondary cellsfor higher bandwidths. With the data �owing from
a UE via a cellular tower to the 4G/5G core, mobility management
procedures (e.g.,HOs, MRs,etc.) are employed to switch between
cells and continuously report on the signal quality of UE.

Figure 2: SCG HO procedures for mobility in NSA 5G.

HO Procedures. Fig. 1 depicts a basic HO procedure; the detailed
description of all steps is in Appendix A.1. Carriers use multiple
radio signal quality indicators such as Reference Signal Received
Power (RSRP), Reference Signal Received Quality (RSRQ), Signal to
Interference & Noise Ratio (SINR),etc.[8] to perform measurements
based on the con�gurations received from the primary cell. We
refer to these radio quality indicators asRRS(RSRP,RSRQ,SINR)
for the rest of the paper. If any event trigger criterion is met, a
measurement event is raised and its report is sent to the primary
cell. The primary cell then decides a target cell based on carrier-
speci�c HO logic and directs UE to perform HO with the target cell
via an HO command (RRC Connection Recon�guration[10]). Finally,
the UE undergoes HO and performs link synchronization through
Random Access Procedure [14].

Table 2: Handover terminology used in the paper

Procedure
Type

Access Tech.
Change

4G/5G
HO

Acronym

SCG Addition 4� ! 5� 5G SCGA
SCG Release 5� ! 4� 5G SCGR

SCG Modi�cation 5� ! 5� 5G SCGM
SCG Change 5� ! 4� ! 5� 5G SCGC
MeNB HO 5� ! 5� 4G MNBH

MCG HO (SA) 5� ! 5� 5G MCGH
LTE HO (NSA) 5� ! 5� 4G LTEH
LTE HO (LTE) 4� ! 4� 4G LTEH

HOs in 5G: A Taxonomy. The classi�cation of HOs has become
complex in 5G; Table 2 summarizes the radio access technology
change and 4G/5G HO category for each HO type used in the paper.
In NSA 5G, all the cells associated with eNB constitute a master
cell group (MCG). On the other hand, the group of cells linked to
the gNB form a secondary cell group (SCG). A new category of
HO procedures was introduced in 3GPP Release-15 [4] for SCG HO
management. Fig. 2 provides an overview of SCG HO procedures
used to add, modify and release 5G cells.SCG Additionadds 5G-NR
cells to the existing LTE connection whileSCG Releaseremoves
them.SCG Modi�cationis used to switch 5G cells within the same
SCG (or gNB). Unlike inter-eNB HO in LTE, NSA 5G does not have
an option to perform a direct HO between two gNBs. Hence, the
SCG Changeprocedure (a combination of SCG Release and Addition)
is used to move the UE from one gNB to another. A master-eNB
(MeNB) HO will change the LTE cell while keeping the gNB the
same. In SA 5G, we only observe MCG HO that moves the UE from
one 5G-NR cell to another.

3 MEASUREMENT METHODOLOGY
5G HO Measurement Tool. We extend 5G Tracker [52] to capture
several key pieces of information relevant to mobility manage-
ment in commercial 5G: PCIs, HOs, and radio bands. The above
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Figure 3: An overview of our measurement setup.

information is extracted from 5G-speci�c APIs introduced in An-
droid 11 [16]. Regarding the last item, we use theonDisplayIn-
foChanged() API of AndroidTelephonyManagerto identify the
radio band (low-bandvs.mmWave) of the UE. Our app also logs
additional information such as UE's geolocation, radio technology
(4G/LTEvs.5G), ping measurements,etc.
5G UE and Other Measurement Tools. We use two UE mod-
els: Samsung Galaxy S21 Ultra 5G/SM-G998U(S21U) and Samsung
Galaxy S20 Ultra 5G/SM-G988U(S20U). A total of four mobile phones
(threeS21Uand oneS20U) are used in our study. They are equipped
with the Qualcomm Snapdragon 888 and 865 chipsets, respec-
tively [25, 26]. The radio hardware pro�le of these chipsets repre-
sent the state-of-the-art, and the measurement �ndings hold true
for other 5G smartphone models, especially Qualcomm models. To
ensure a fair comparison among carriers, we place multiple smart-
phones side-by-side to concurrently conduct experiments and make
external factors (e.g.,driving speed, location,etc.) remain consistent.
Acquiring and parsing lower layer information from smartphones
requires access toDiag (diagnostic interface), which needs special
licenses and tools [23]. Therefore, we rely on a professional tool
calledAccuver XCAL[15] to read QualcommDiag. This tool runs
on a laptop and can collect physical layer radio KPIs (e.g.,PCI, RRS
values) and RRC layer signaling messages [10] (such as HO com-
mands, event con�gurations, measurement reports,etc.). For power
measurements, we use Monsoon Power Monitor [22] to power a
high-endS20Usmartphone. Note that all experiments except power
measurements useS21U.
5G and 4G Networks. Our analysis focuses on three dimensions:
(1) 5G Carriers:We collected data across three major U.S. 5G carriers
(OpX, OpY, OpZ). (2) Radio Access Technologies (RAT):We compare
di�erent radio technologies (LTEvs.NSA 5Gvs.SA 5G). At the time
of this study, bothOpXandOpZ had deployed their 5G services in
NSA whileOpYwas in both SA and NSA modes.(3) Radio Frequency
Bands:The bands considered in this study were dictated by how
carriers rolled out their services in the areas we covered. In 5G-NR,
we capture mmWave and low-band data forOpXandOpZ. ForOpY,
we collect data from their mid-band and low-band 5G deployments.
Additionally, the 4G/LTE dataset contains low-band and mid-band
ranges for all carriers.
Drive Tests. To conduct drive-tests across major cities and inter-
state freeways in the U.S., we tether threeS21Usmartphones - one
for each carrier - to a laptop running XCAL viaUSB3cables (Fig. 3).
As summarized in Table 1, our �eld trip covers a total travel distance
of 6,200 km+. The city data mostly comprises of dense deployments

Figure 4: Video conferencing latency and packet loss during
HOs in NSA 5G (Low-Band).

andmmWave5G coverage, while the inter-state data loosely rep-
resents suburban deployments andLow-Band5G coverage. This
helps us understand key mobility con�gurations employed by com-
mercial 5G networks and their impacts in a large scale. Most of the
data is collected while driving. For analysis where walking data is
used, we mention it before discussing the results.
Pro�ling Applications under Mobility. In order to understand
the impact of mobility on application QoE, we utilize three existing
mobile applications shown in Fig. 3: (i)real-time volumetric video
streamingleverages a state-of-the-art system (ViVo) [40], (ii) cloud
gamingadopts three popular games cloud-powered onSteam Re-
mote Play[28], and (iii) live video conferencingutilizes a popular
application,Zoom[31]. The detailed experimental setup can be
found in Appendix A.2. All the applications are tested withOpX
(NSA Low-Band, NSA mmWave, and LTE) while driving.
UDP/TCP Experiments. Using a bulk transfer applicationiPerf3[12],
we study the impact of mobility on transport layer performance. We
use two �avors of TCP congestion control: CUBIC [30] and BBR [29].
The iPerf server runs on an AWS EC2 instance (g4dn.2xlarge | 8vC-
PUs | 32GB | Ubuntu 18.04) with 3 Gbps+ network bandwidth. The
server capturesiPerf logs, packet traces(pcap)andsocket statis-
tics(ss) logs [21]. On the UE, we run theiPerf client (cross-complied
within 5G Tracker) and collect its logs.

4 IMPACT OF MOBILITY ON APPLICATION
PERFORMANCE

In this section, we use a combination of latency-sensitive and
bandwidth-hungry applications to understand QoE �uctuation dur-
ing mobility. We exclude SA 5G from our analysis as it is not fully
mature to achieve high downlink throughput (similar to recent
�ndings in [54]) required by applications under study.

4.1 Quantifying App QoE under Mobility
We consider the following three applications as case studies.
Live Video Conferencing. We run Zoomwhile driving around a
loop in a downtown area with NSA 5G coverage. Fig. 4 shows a rep-
resentative trace collected during our study. We extract a 1-second
time window around the UE's HO timestamps (HOs annotated
using green arrows). We �nd the average latency is 2.26� higher
compared to no-handover periods (up to 14.5� higher in the worst
case). Likewise, the average packet loss rate increases by 2.24� .
Prior studies show that Zoom requires a minimum bandwidth of
0.6-0.95 Mbps for a one-on-one call as in our case [34,47]. Low-band
NSA 5G o�ers much higher bandwidth than whatZoomrequires.
Despite this, we show that video conferencing over today's 5G
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